# Informe de Viabilidad Técnica: Arquitectura Cognitiva Híbrida Fractal para Robótica en el Borde

## 1. Introducción y Contexto de la Investigación

### 1.1 El Imperativo del Cambio de Paradigma en la IA Corporizada

La Inteligencia Artificial Corporizada (Embodied AI) se encuentra en una encrucijada crítica. Los paradigmas dominantes, basados fundamentalmente en el Aprendizaje Profundo (Deep Learning) clásico y modelos masivos como los Transformers o grandes CNNs (Redes Neuronales Convolucionales), han demostrado una capacidad excepcional para el reconocimiento de patrones estáticos y el procesamiento de lenguaje natural. Sin embargo, su aplicación directa en robótica autónoma, particularmente en hardware de borde con restricciones energéticas y computacionales severas como el **NVIDIA Jetson Nano**, presenta barreras técnicas insalvables.1

El enfoque clásico de "End-to-End" mediante retropropagación del error (Backpropagation) impone una latencia inaceptable para los bucles sensoriomotores en tiempo real y exige un consumo energético que drena rápidamente las baterías de plataformas móviles. Más críticamente, estos modelos carecen a menudo de la plasticidad necesaria para adaptarse *online* a entornos dinámicos sin sufrir el olvido catastrófico.3

Este informe propone y valida técnicamente una alternativa radical: una **Arquitectura Cognitiva Híbrida**. Esta arquitectura se aleja de la fuerza bruta computacional para abrazar principios de la **Neurociencia Computacional** y la **Cibernética de Segundo Orden**. En lugar de entrenar redes densas mediante descenso de gradiente estocástico (SGD) masivo, proponemos un sistema que aprovecha la dinámica de sistemas complejos (Reservoir Computing), la eficiencia de la codificación fractal (Curvas de Hilbert) y mecanismos de aprendizaje inspirados en el desarrollo biológico (Motor Babbling, Homeostasis).

### 1.2 Definición del Problema: Restricciones del Hardware de Borde

El dispositivo objetivo, el NVIDIA Jetson Nano, define el espacio de diseño. Con una GPU de arquitectura Maxwell (128 CUDA cores) y 4GB de RAM compartida, el Nano no es apto para el *entrenamiento* de modelos profundos modernos, aunque es competente en inferencia.2 Sin embargo, su capacidad para realizar operaciones matriciales paralelizadas mediante CUDA lo convierte en un sustrato ideal para arquitecturas que dependen de multiplicaciones de matrices dispersas, como las Echo State Networks (ESN).5

La investigación sugiere que la limitación no es la capacidad de cómputo *per se*, sino cómo se utiliza. Mientras que una CNN desperdicia ciclos en convoluciones redundantes sobre vóxeles vacíos o píxeles estáticos 7, una arquitectura basada en **Curvas de Relleno del Espacio (Space-Filling Curves, SFC)** y **Computación de Reservorio** puede procesar flujos de información temporal con una fracción del costo energético, manteniendo una representación rica del estado del mundo.8

### 1.3 Visión General de la Arquitectura Propuesta

El sistema se estructura en tres capas jerárquicas pero acopladas dinámicamente, diseñadas para emular la organización del sistema nervioso central:

1. **Capa Periférica (Fusión Sensorial Fractal):** Transducción eficiente de datos espaciales (visión, LiDAR) a secuencias temporales mediante SFCs (Hilbert), preservando la localidad sin el costo de las convoluciones 3D.8
2. **Núcleo Cognitivo (Dinámica Emergente):** Un sustrato de memoria dinámica basado en Reservoir Computing (RC), específicamente Deep ESNs con topología fractal, que opera en el "borde del caos" para integrar información multisensorial y generar dinámicas atractores.11
3. **Capa de Aprendizaje (Desarrollo y Homeostasis):** Un sistema de motivación intrínseca basado en la regulación homeostática (minimización de entropía interna) que guía la exploración motora (Babbling) y consolida el aprendizaje mediante reglas Hebbianas locales no supervisadas.13

## 2. Capa Periférica: Fusión Sensorial Fractal y Curvas de Relleno del Espacio

La primera barrera para la IA en el borde es la "maldición de la dimensionalidad". Los sensores modernos, como cámaras de profundidad o LiDAR, generan nubes de puntos o matrices de píxeles masivas. Procesar esto con CNNs 3D es computacionalmente prohibitivo para el Jetson Nano.7 La solución propuesta reside en la **linealización fractal**.

### 2.1 Teoría de las Curvas de Relleno del Espacio (SFC)
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1. **Preservación de la Localidad:** Puntos que están cercanos en el espacio 2D/3D tienden a estar cercanos en la secuencia 1D. Esto es fundamental para que el Núcleo Cognitivo (que es una red recurrente temporal) pueda inferir relaciones espaciales a partir de la secuencia temporal.7
2. **Autosemejanza Fractal:** La curva se construye recursivamente. Esto permite un procesamiento **multirresolución** natural. El sistema puede procesar una escena a baja resolución (orden de curva bajo) para una reacción rápida y refinar zonas de interés con un orden superior, sin cambiar la arquitectura de la red neuronal subyacente.16

#### 2.1.1 Análisis Comparativo de SFCs para Visión Robótica

Al evaluar las opciones para la linealización de imágenes en el Jetson Nano, la literatura favorece la Curva de Hilbert sobre la Curva-Z (Morton) o el escaneo raster tradicional.

| **Característica** | **Escaneo Raster (Lineal)** | **Curva-Z (Morton)** | **Curva de Hilbert** |
| --- | --- | --- | --- |
| **Complejidad de Cálculo** | Trivial () | Baja (Bit interleaving) | Media (Bitwise + Rotación) |
| **Preservación de Localidad** | Pobre (Saltos de fila rompen vecindad vertical) | Buena, pero con discontinuidades diagonales | **Excelente** (Sin saltos severos) |
| **Coherencia Temporal** | Baja | Media | **Alta** (Ideal para RNNs/ESNs) |
| **Costo en Hardware** | Nulo | Muy bajo (ALU simple) | Bajo (Tabla de búsqueda o lógica simple) |

**Insight de Segundo Orden:** La superioridad de la curva de Hilbert radica en que maximiza la autocorrelación de la señal 1D resultante. Para un sistema de Reservoir Computing, que funciona como un sistema dinámico con memoria de desvanecimiento, una señal de entrada con alta autocorrelación local facilita la predicción y el filtrado de ruido. Al transformar la estructura espacial de una imagen en estructura temporal, permitimos que el reservorio "vea" el espacio a través del tiempo, una estrategia biomimética similar a las sacadas oculares.17

### 2.2 Algoritmos de Mapeo y Fusión Multisensorial
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El proceso de **Fusión Sensorial Fractal** propuesto integra visión (RGB) y profundidad (D) o Lidar en una sola trama entrelazada:
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3. **Serialización:** Los valores de los sensores (R, G, B, Profundidad) se ordenan según ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAsAAAAYCAYAAAAs7gcTAAABBElEQVR4AdTRv4uBcQDH8eduuK5uu65uue3+gltuuOHuSFhslM3KzGJX8i+YpCw2FMqPwWJmMvIHKBEpiffnqe/TN5SM9Hk93x/Px8OXR+eG172Xs5x1gQNSOIt9wDx3M1Baupyyy7r3x2WMKc5ilx+4G0YbF2OXv2i8YYYKGughBjd2OejuOI6fMYkIRijCjV1WacJuAisoOy76dfQVHVN+YVOHqzKuYfLPpAu9wSv72HhCByafTL5RhxvzZH2FOTtDmOiP2bCoIYS4KQdY9LGHyQ+TJrSXZmyq/MzkAyXYKbB4Rxk5LFXeMnmFnsLgRR//yyqKAbwDan6Vnny1ZAr3WD4CAAD//5UmgP8AAAAGSURBVAMAt2EpMWpKI4sAAAAASUVORK5CYII=).
4. **Inyección:** El vector resultante ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACEAAAAYCAYAAAB0kZQKAAACt0lEQVR4AdyWSchNYRyHL5lSMmYuwkLKkGQWFiSyQMKChGQhG5SNlTWFspJhY8hYSsmYeSEhikgiETIlM3me032v99yB0zmbr0+/5/6H8573+7/j0bLUBP41iyIGMJGHIYv20GgE1KjITLSlNzteh82iDTTaDb0gpSJFbKWno/AEsugljbbBTkgpbxGD6WUx7IJ6cpaW8KAVxNpHMAZGQUV5i1hBDwfgI9TTKpJ7oQvE+kZwAtZDRXmLWEgPp6CRZvDgBryCal0iMRdaQ6I8RfTjzT5wH+rJzifw4ALUk0W4TJWTEoqwsmO8cRLGQlBPnEcwCYJGlp2nZRvMOJzT4Ax0wFqI8Wz8WA8JfoLHG1MqWcQQPDfZHGwnWA1B83AGwjsI6ovzG95DrGsE0+A4/IDpYOwewE3pLVFXSGQR/qHNRFbmaG7iB03BeQF3IagNzmtoJGftOg8/QSM5qFQRm2h5GZaDOugPtACLOIuN9Z3A4jE1ak9mIlyEf8mZdF8kbeLOXLszZJ+Dcu274ZyHWI6ic5yIfAtwYzbalKGp738IQSiiHYmhcA6CppYdc148rrEp19NRuPmMYyYTfIUroLwhh+lU0Z34GSQKRTjFXquutw868rMSPoPX8ixsGF04moPIVctN+4DkF1gGv+AOxOpP4N+9h01koOMaLcIZDodgI3gr3sZeBXe8heKWHvNjYaOx1dpOwg/ULaz3wFpstby2PVlhMMkRDY0cqffFfBJ+Gd1c4/FlPzaW+2RmnCj73hE98C1gDdbBYVKyeL8hlWdhJlKtMgR+CS2id4a2cRP3klfCjjiZtwiX6AgdeclhMssN7gms7AffzFuE73qzunx+R4z/h8u0lEYuE+avihTxhm4c2RZsFvmfIAvwxKXaFynCjjyOC3Qy4OffU1PTtGgRNR3mSfwBAAD//4NSc9cAAAAGSURBVAMAdoB0MQOOM2YAAAAASUVORK5CYII=) alimenta al reservorio.

Este método evita la necesidad de redes separadas para procesar distintas modalidades y luego fusionarlas (Late Fusion), reduciendo drásticamente la carga de memoria.19 La investigación 21 demuestra que usar SFCs para serializar imágenes permite a modelos secuenciales (como Mamba o RNNs) lograr un rendimiento competitivo con un costo computacional lineal, en contraste con el costo cuadrático de los mecanismos de atención global en Vision Transformers.

### 2.3 Implementación Eficiente en Hardware de Borde

Aunque el cálculo del índice de Hilbert es recursivo conceptualmente, en la práctica se implementa mediante operaciones a nivel de bit (bitwise operators) que son extremadamente rápidas en la CPU ARM Cortex-A57 del Jetson Nano, o incluso paralelizables en la GPU mediante kernels CUDA simples.22

**Pseudocódigo Optimizado (Python/Numba para Jetson):**

Python

import numpy as np  
from numba import jit  
  
@jit(nopython=True)  
def hilbert\_index(x, y, order):  
 d = 0  
 s = 2\*\*(order - 1)  
 while s > 0:  
 rx = (x & s) > 0  
 ry = (y & s) > 0  
 d += s \* s \* ((3 \* rx) ^ ry)  
 if ry == 0:  
 if rx == 1:  
 x = (2\*\*order - 1) - x  
 y = (2\*\*order - 1) - y  
 # Swap x and y  
 x, y = y, x  
 s //= 2  
 return d  
  
# Este código se ejecuta pre-calculado o compilado JIT para minimizar latencia.

La literatura 15 sugiere que este enfoque de "Deep Space Filling Curves" puede reducir el uso de memoria de la GPU significativamente, permitiendo procesar nubes de puntos o vóxeles que de otro modo desbordarían los 4GB del Nano.

## 3. Núcleo Cognitivo: Reservoir Computing en el Borde

El corazón de la arquitectura propuesta es el **Reservoir Computing (RC)**, específicamente las **Echo State Networks (ESN)**. A diferencia del Deep Learning, donde se entrenan todos los pesos, en una ESN solo se entrena la capa de salida (Readout). El "reservorio" es una red recurrente grande, fija y dispersa que actúa como un medio excitable no lineal.3

### 3.1 Justificación Técnica para el Jetson Nano

El RC es la solución óptima para el hardware de borde por tres razones fundamentales derivadas de los *snippets* de investigación:

1. **Entrenamiento Lineal:** El entrenamiento se reduce a una regresión lineal (Ridge Regression), que tiene solución analítica cerrada. Esto elimina la necesidad de retropropagación a través del tiempo (BPTT), reduciendo la carga computacional en órdenes de magnitud.3
2. **Operaciones Dispersas:** La matriz de pesos del reservorio ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABUAAAAYCAYAAAAVibZIAAABiUlEQVR4AeyTOy8EURTHN4RKxCsRCl9AdCoqERKVRFRoaCQ6UYhEQi10KoWKgkQhVHSCryBaCu94R4J9/P6TuZuzd2dfyW63m//vnLP3nHvmzpmZmlgFftWm5R+qZioOaX0LSYjDBXRBA5zAPSj3jj+FepBmMN+g3Ad+A2JqmCAYhU2QZjH9cANfMAwHIE1ghuAXpG3MJOxAOyxA0FRePMpAE/jSBq01yhhqiadhDn4gkE4aBJgXkFplDAPEdyD5OTXbJfEJadmmr+Fqc+jl6jCa7RleapMJ6cAPwj5kyDZ1J20xFePE2uRy9qTr5BYhS1FN3Uk7qdaD0qzcXbgLao5X5K8hS/majlB9BJI7qS6ohzbF4hpEyjb9p0KbNbc+4ktwegsDnXSZeAXca0WYKdtUmSeMTtKD1+3hAunp/hF1g/ac43NKBTappprfnl0k1hfzgNeXtYTPK7/pM9Wr4G6XMC01neefPkdcbvlNxyjdgij1sngMBeU3LbihmIJq02KmVFpNRWaaAgAA///KBpGsAAAABklEQVQDAI4xRTFCnZ67AAAAAElFTkSuQmCC) suele tener una dispersión (sparsity) del 95-99%. El Jetson Nano, aunque limitado en FLOPs brutos, puede manejar multiplicaciones de matrices dispersas (SpMV) de manera eficiente utilizando librerías como cuSPARSE o a través de CuPy.6
3. **Memoria de Corto Plazo (Echo State Property):** El reservorio integra información temporal de manera inherente. Esto es crucial para la robótica, donde el estado actual depende de la trayectoria histórica (inercia, momento), algo que las redes feedforward clásicas no capturan sin arquitecturas complejas de ventanas deslizantes.25

### 3.2 Arquitectura Fractal del Reservorio

Para potenciar la capacidad del reservorio más allá de una red aleatoria estándar (Erdős–Rényi), proponemos una **topología fractal** o jerárquica. La investigación 11 indica que las redes neuronales con conectividad fractal o de "pequeño mundo" (Small-World) exhiben dinámicas en múltiples escalas de tiempo.

* **Multiescala Temporal:** Un robot necesita reaccionar a perturbaciones rápidas (ms) mientras mantiene un objetivo a largo plazo (segundos/minutos). Un reservorio estándar tiene una constante de tiempo uniforme. Un **Reservoir Fractal** estructura sus conexiones para crear clústeres de neuronas con dinámicas rápidas y clústeres con dinámicas lentas, desacopladas pero comunicadas.28
* **Dimensión Fractal y Capacidad de Memoria:** Existe una correlación teórica entre la dimensión fractal de la señal de entrada (la curva de Hilbert) y la conectividad óptima del reservorio. Al alinear la dimensión fractal de la topología de red con la de los datos de entrada, se maximiza la capacidad de memoria y la separabilidad lineal del reservorio.27

**Ecuación de Actualización de Estado (Leaky-Integrator ESN):**

La dinámica de las neuronas en el Jetson Nano se rige por la ecuación de integrador con fugas (Leaky-Integrator), que permite ajustar la "velocidad" de la memoria:

![](data:image/png;base64,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)

Donde:

* ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACIAAAAZCAYAAABU+vysAAAC0ElEQVR4AeyWWYhOYRjHP3vKTqIkhRAXyF5EUUoSN8qSrVAuJFxYEoWUEJIo6wVZkhspS7aEIiklFFJ2WUoSwu935jufc4535puZMxcuZvr/3ud5n/edd553PdOw8J/81CeS3Yi6WJHxDLoJyqktHU5DK/hHeRPpzogrYQ2U00c67IQT0AhSypNIM0Y6DovhO1RHF+n0ApZDSnkSmc9IX+EuhDSI4FDIag+BJdAcSsqTyAxG2QchufRnaJgGWd0i4ATmYUuqbSI9GGEInIWQhhPsCJcgpCsEJ0NJJrKO2u8M/ahPhWTcQ0Yo0gjKz/AGQhpJ8CdchpCuEXTrMBUykYO4Y+AcqLcUcgf7Dk6B7SaMG6k/5SPIaheB8+BNeo81+WPYrB4T8Bp3wkYykad4Zj4b+xJc0q3YDfABZoHt97GxuuB4HTEpLaI2CbxR+7HjwJXFpPSpWOtQtAUTif1XOHNATaeYCCb3BZtVUwKhRAgXPB9NcK5CZaoyEX/J7dmtA57s19iQfDeSk0j2GUXlB1yHyvSr2ODtitzsYN2ITgEzbo89Cs4ek5Kr0ToV+VsZjWsSoZWkKVKbqCwUPPCRm0ykAREP1j3sAPDADsOGviMm4mGjOaUW1Nya+No6scPEsooTeR43mEgvKs5iM7Y3LINnsB6Ur+BCHPs0xqqHFD0hq84EPB8PsO3AVzQeh2pJfqO8kU42CpqIf8gZLCXiLL2quIW+FkU8N/ZxxoZ8kNy6PlYSeC0PUN8CF2AVhK75YOI3oSQTcbZuS8yOYms2brtnx+YnFK7aBGxWcwl0hYFwG0LyVT6SbDCRZL0m/l46z4Sayi31HTqZ/MU8iWxjoJbg4cRUW27XCnr7CcBUKE8i3xjCh28jNj7EuFXK8+fbcSjbK08ijnWDYjushnLyFrkaC0Id8ybimP4fulanDH63xtLHFxuTVl0kkh6xlrU/AAAA//+4MSXiAAAABklEQVQDAHcZezMgZqqfAAAAAElFTkSuQmCC): Estado interno del reservorio (vector de alta dimensión, e.g., 1000-5000 neuronas).
* ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACIAAAAZCAYAAABU+vysAAACvklEQVR4AeyVS6hNURyHN6Ikj2KAKBIDKSQMPAp5FAaK5JEBohRlwsBASMormRAGCgOhzCQipMhrRBGllJlnRPL6vnXP2nedffd2nXvuwMDp9+3/Y6299n+vxz5ds3/k97+Q4kJ0xox0Z9DzMBTa0xY6rIQ26oxCDjHqaXgF7Wk/HdbADKhTs4UsZ7RBcBH+Rj/ptBbOQG/I1Uwh3ruPkY5BlRbTMBBSvSC4D+shl4PlQYPOAvp/gctQpvEkz8FUKMoZ3EyyBwQ1U8gSRrgEv6BM80h+h+tQ1E0SgyEv0kLmk3CwyCZiNZdLzGnd8aRyTcJ7ClWaTsMDeANFPSfxEpw1TJZZyB28uvUiVve47IQy9SU5CoonpSe5K3ADnJE+WONt2KKekRgOQRZixSdCVH95S7gdvkJRw2qJdzUbjXtmNkF8AfeB8W5yRb0n0R+CLETHqdeW4ZEr5uMmKxYS+7ks3whuQ5U+0DAAgtJCyh4YOpVcfIjpeL9+yjQCl/wTtko+r1tsrBootmv9hGtTXDZj94o2pRfBFHCfYCrlvc5K6JAW8iNksqxL1vpzL8RC0nwsxM3Y2rvF80i6dPHYesw3tjTVXfsR5Zs9LcSjRlsW120cwSlwA2KyMVzicfuM7/EbgS1qSC3xGOsYq7Flh8F7n9AWlBayjMwRWAhO2UHsDvCBmMx/zb06NXzjiTU/Nf4TPyRxDQ7ACogvgxvkZ38k3iMISgvxgRvI+hau30z8qzAaXBbxKBIG3eI6B+LS4Qb5EhPwnMFZ2LiMuLkm4zkbd7FBaSEh0cDlAn3d+Yuwjcp9czy9qZlCPjLQLlgFjcglGcsNRyFXM4U4iHvKb0q6ZOar8HmHaVwKdV9sG8h1WC6Nm3EdI/hvivmjttJ6FtwfmFY1W4gjeSJc89cG7bCH9pPQRp1RSJtBO5L4DQAA///e9inEAAAABklEQVQDAKDIcjPGbM/xAAAAAElFTkSuQmCC): Entrada sensorial (vector de la Curva de Hilbert).
* ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABcAAAAYCAYAAAARfGZ1AAAB2UlEQVR4AeyTzSsFURjGhxJW2LCwkERZWwgrSorYyLd/wcreUtlaKqJ8k48FpeQjUhIbWUik2LFQFkTi90xzrnemGdnc3b09v/M+855z3znznplsL42/TPHY5qotY8x8x/BCTjphiJtfJ+/0gLFrPrj2VHwC0wi74DSKaQdpiKEJnsGpFzMCTj2YAZC6GZrBL36LOYApcKrEHIF0zrAPS+BUjLkEJz1dCRensAKH4BdXFBsMryBp14Uyhi/jtVNz6Vv9Z8F3waC2BNZ7w6yClMfQCU45mD5wasBUgFM5Rrl5Ykq2uJJ20u6uhckCmAMne7NBkjvwBClFi6u3j8GsDqU08LqR3g4dfpDy+gOTRVRxuzFSXqjnSqivtm86+Xwm1M9Fog75jihVM9RAPeiAdWbYX0V3rhmdtqLQjlsxn7ANepd1E6wvvZIdOD3VOzGkuOJnrHC7q8UPgw7a/zDw9vG7uNbTqTg2rLjiWmEX15FYBqcrjN59glfGUAQ6TEJYScU3zTIdsD4yk/LWzMUW3j0V9ldJxY9ZcgHSLIN6TUjJtmYylY2YpOIqNsNa7WiaGNU9CR3wDXEPYpVUXIvHGXLhGuLURrIKEvVX8cQ//XciUzy2U2ltyw8AAAD//wI1m+0AAAAGSURBVAMAWk5bMWBHoMcAAAAASUVORK5CYII=): Matriz de pesos recurrentes (Fija, dispersa, espectralmente calibrada).
* ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAwAAAAYCAYAAADOMhxqAAAA+klEQVR4AezRr0sDcRQA8EP/BQURMdpNGiyKoCY1GRRMoojRH0WsBsGqIFhNImIQFJbEIlaDwR9YBG0rYxtjnzfuYFvaWNyO9/m+9+54d1++15e0efUGWjmwjk9p2ldueOKFPRpeWt+seXjFAVOssM8REYeWuWxgQnPJBu9EfFiu2aSfBXLZwJnmizvq41szxCqvlGJgXBEe5ObIpzd25BOSGBiLgniD1BCVtDuXf6gN/EXBP80xkN54S3Nt4FnzyQxZDCtOia2W5RGWGI0tFRSzDHJLjmPuWWabXbb4jQE5iSOM/7CoiS+ty49EXFgmmaeYDahbi64cqAIAAP//X1Nn2QAAAAZJREFUAwAQLiox6h2bCQAAAABJRU5ErkJggg==): Tasa de fuga (Leaking rate), controla la inercia del estado.

### 3.3 Stack Tecnológico: Python, CuPy y ReservoirPy

La implementación recomendada utiliza **Python** como lenguaje de orquestación, apoyado por librerías que descargan el cómputo pesado a la GPU y a C++.

1. **ReservoirPy:** Es la librería de referencia seleccionada. Permite la creación flexible de ESNs, entrenamiento online y offline, y lo más importante, tiene soporte experimental y creciente para backends acelerados.31
2. **CuPy:** Para el Jetson Nano, la aceleración por GPU es obligatoria para reservorios grandes (>1000 neuronas). **CuPy** ofrece una interfaz tipo NumPy pero ejecuta las operaciones en la GPU mediante CUDA. Las operaciones clave como cp.sparse.csr\_matrix.dot (multiplicación dispersa) son vitales para mantener la viabilidad en tiempo real.33
3. **Integración ROS2:** El sistema debe encapsularse en nodos ROS2 (Robot Operating System 2), preferiblemente en su versión Foxy o Humble (compatibles con Ubuntu 20.04/18.04). ROS2 permite una gestión eficiente de mensajes entre la periferia (cámara) y el núcleo cognitivo, con menor overhead que ROS1.35

## 4. Capa de Aprendizaje: Desarrollo, Homeostasis y Dinámica

Esta capa distingue al sistema propuesto de un simple controlador reactivo. Aquí es donde surge la autonomía verdadera, inspirada en la robótica del desarrollo (Developmental Robotics) y teorías biológicas.

### 4.1 Robótica del Desarrollo: Del Caos al Control

En lugar de programar explícitamente la cinemática inversa (IK) del robot, el sistema la aprende. Este enfoque, conocido como adquisición del esquema corporal, permite al robot adaptarse a daños (e.g., un motor atascado) re-aprendiendo su modelo interno.13

#### 4.1.1 Motor Babbling (Balbuceo Motor)

El proceso comienza con el **Motor Babbling**. El robot genera comandos motores aleatorios y observa los cambios resultantes en sus sensores (Periferia).

* **Fase 1: Balbuceo Aleatorio:** Exploración estocástica del espacio de acciones. Genera un dataset inicial de pares (Acción, Efecto).37
* **Fase 2: Goal Babbling:** Una vez que se tiene un modelo preliminar, el robot deja de explorar acciones aleatorias y comienza a explorar *objetivos* sensoriales aleatorios. Intenta alcanzar un estado sensorial deseado usando su modelo inverso incipiente. Esto reduce drásticamente el espacio de búsqueda en sistemas redundantes.36

La investigación 39 muestra que el *Goal Babbling* permite aprender la cinemática inversa de brazos robóticos de alta dimensionalidad con solo unos cientos de movimientos, haciéndolo viable para el aprendizaje *online* en el Jetson Nano.

### 4.2 Homeostasis Digital y Motivación Intrínseca

¿Qué impulsa al robot a moverse si no hay una tarea externa? La **Homeostasis**. El sistema mantiene un conjunto de Variables Esenciales (VE) dentro de un rango viable. Estas pueden ser físicas (nivel de batería, temperatura de motores) o cognitivas (incertidumbre de predicción).40

**Teoría de Reducción de Impulso (Drive Reduction):**

El "dolor" o "impulso" (![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABEAAAAYCAYAAAAcYhYyAAABS0lEQVR4AeySTSuEURiGh1CKPyApZWNDyUIhH8XC2hILf8F/8CvsLPwDkXxTIhYWZGNjRylfC1Fc1zvvO03nnFlMzXKm+zrPOc9zuuec57ytpQb8miZxE8OejLBlD17hD+7BtRwxf4djmIGKQpMbKnOwA2qewbVMM++BD7A+ScwUmmRJBjfcEp+gWp8sVuEb1iFTymSYSi/sQkrPJK9hAjqhlDLxCtYOHGrQnue9XtLE+/+w6QxSaiM5BOrFITxJF8kpOAXvT4g0TqYbvJKvFZ1Egw427EMtLeaFjTxGJkU/DosNQexjvQKeYpOYKbzOAtk3uIJQXmGLpM/uvi/mmapN+skMwAn8QqEWJrNwCY8wBj4zoSxNbNQFywdQowx+5gV3rJdgDZYhargm5xR0t6H+q2/vMxcMUvcr3SYmpUmyUE+yaRJ3qyE9+QcAAP//piLCOAAAAAZJREFUAwDqbDYxlq9pOQAAAABJRU5ErkJggg==)) se define como la desviación de las VEs de sus puntos de ajuste (Setpoints). La "recompensa" intrínseca es la reducción de este impulso.
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**Curiosidad como Homeostasis de la Información:** Para evitar que el robot se quede quieto (lo que minimiza el gasto energético pero no el aprendizaje), introducimos una VE de "Entropía de Predicción". Si el reservorio predice perfectamente el entorno, la "incertidumbre" cae por debajo del setpoint, generando un impulso de "aburrimiento". Esto fuerza al robot a explorar situaciones nuevas (aumentar la incertidumbre momentáneamente) para luego aprenderlas (reducirla), un proceso alineado con el **Principio de Energía Libre** (Free Energy Principle / Active Inference).42

### 4.3 Aprendizaje Hebbiano y Dinámica de Atractores

Mientras que el *readout* del reservorio se entrena mediante regresión supervisada (generada por el propio babbling), las conexiones internas y periféricas se pueden refinar mediante **Aprendizaje Hebbiano** no supervisado.

**Regla de Oja:** Para evitar que los pesos crezcan infinitamente (un problema del Hebbiano clásico), se utiliza la Regla de Oja, que incluye un término de normalización. Esto permite que las neuronas del reservorio se especialicen en detectar "primitivas motoras" o patrones sensoriales frecuentes (análisis de componentes principales *online*).44
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Donde ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAoAAAAYCAYAAADDLGwtAAABFElEQVR4AezQMUtCURjG8UtQNFZTBE0NLQVBiy0RRVAQRRGCToIfQFz0C+gmfgoVcXDURUQUdXBScVNR0EXcBQfx/1w8FwQR3ZX3d87z6uu53HNk7fg5DG69qL2v54fjssjBBVMXhDZcOvGW4MMfzhCAqU/CHSYa/CfEcIMnNGHqnTBEX4NRQhV+qBJaVl7Za7A0qF2+WAoYQaVHXhPqcAZPae5RhKm3VahoNyfOacY4gUovFSJM0YJz4oLGiwfkkcElStBvzuAVX3TwC11JhF1P070SLXtQl9qlS8JUkDBAGnbpX+ekY6Sg8rC8wI0Z7NJgjxTGB8r4xiMacEqDauIseplndp3YZ18rM7j25aZm58ElAAAA//+9zaiTAAAABklEQVQDAL2FKjGAMehQAAAAAElFTkSuQmCC) es la salida de la neurona, ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAsAAAAYCAYAAAAs7gcTAAAA4klEQVR4AezQPUoDURAA4CDiBURQG48hiL+FWgiioiBioXaKBxARrMQjWFrYKNra2YiFjeABAmlDijQJJFVIvnmwS9IlTYqQZb7ZeY/Z3bczURjgGjd3D2s40zjzyV/+eWGRN17ZoZAdIxrnbSyzxClPXDHHHXnzgcUjLRaIeJYalLkhb961aBOxEYlPmhzzTd4cdWZFUaRET8SZJ+08cMgUW/yQxZ7inPTmVcUts1wwTYWIGemSD1LznyJGdOS+zybrvHPNCXVSc00RP7Hmvs0XMb54+F5dJUWcORX9pJFv7gAAAP//FTC3ugAAAAZJREFUAwCmYCIxYNmgjQAAAABJRU5ErkJggg==) la entrada, y ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAoAAAAYCAYAAADDLGwtAAABB0lEQVR4AeyQzYpBYRzGT9M0m5lmp2kuYJr1fNRMM+QWFEVZsXALrsHCwpKFe7BhISWRSGzYsVSysERS/J638+qkjlwAPb//5+M957x3zpW/m/HiRdnrSePqQxk0y5IrMIAiPGgYoIhDElKg5ZYcgRhkICFjlKIEbyDVCAU4wBKkgIx1qir8gpRXcPl080jGGc0GZJyQV2AVothBS0ayc0/4gR549U/Thr01ftA8QwestAvT6OMcNdTOtwK0wEp/fqLRtZ2MOm3IcApWQbcwT7En5hh+gVd/NGNYwOlE1efo/fQhZm5PNI0nvFO/QBeM/IyvbNfQACM/Y5PtI8zByM9olt5wtfEIAAD//6Y4/EMAAAAGSURBVAMAdL8oMZC+SxgAAAAASUVORK5CYII=) la tasa de aprendizaje. Esto se puede implementar eficientemente en el Nano como operaciones vectoriales locales.

**Dinámica de Atractores:** El comportamiento estable (e.g., caminar, mantenerse en pie) no se almacena como una "grabación", sino como un **Atractor** en el espacio de fases del reservorio. El entrenamiento busca moldear el paisaje energético del reservorio para que los estados deseados sean cuencas de atracción estables. Si el robot es empujado (perturbación), la dinámica del sistema lo devuelve naturalmente al atractor (ciclo límite), proporcionando robustez física sin necesidad de cómputo de control de alta frecuencia.12

## 5. Especificación del Stack Tecnológico Recomendado

Para materializar esta arquitectura en un NVIDIA Jetson Nano, se recomienda la siguiente pila tecnológica, seleccionada por su eficiencia y compatibilidad con la investigación analizada.

| **Capa** | **Tecnología / Librería** | **Justificación basada en Investigación** |
| --- | --- | --- |
| **OS** | Ubuntu 18.04 LTS (JetPack 4.6) | Soporte oficial más estable para drivers CUDA en Nano.47 |
| **Middleware** | **ROS 2 Foxy Fitzroy** | Comunicación eficiente, soporte Python 3 nativo, mejor tiempo real que ROS1.35 |
| **Backend Numérico** | **CuPy** | Aceleración GPU de operaciones NumPy. Crítico para SpMV en ESNs.33 |
| **Reservoir Computing** | **ReservoirPy** | Diseñada específicamente para RC, flexible, soporte para entrenamiento online y Scikit-learn API.31 |
| **Visión** | **OpenCV (con CUDA)** | Preprocesamiento de imágenes rápido antes del mapeo Hilbert. Debe compilarse con soporte CUDA.49 |
| **Curvas SFC** | Implementación Custom (Numba) | Librerías estándar son lentas. Se requiere implementación JIT o C++ binded.22 |
| **Simulación** | **Genesis / Gazebo** | Genesis (Embodied AI) para pre-entrenamiento físico rápido; Gazebo para integración ROS clásica.50 |
| **Aprendizaje Online** | **FORCE / RLS** | Algoritmos de aprendizaje recursivo para adaptar el *readout* en tiempo real.3 |

### 5.1 Consideraciones de Instalación en Jetson Nano

Instalar este stack en el Nano no es trivial debido a la arquitectura ARM64 (aarch64).

* **CuPy:** No se puede instalar simplemente con pip install cupy. Se requiere compilar desde la fuente o buscar wheels precompilados específicos para JetPack, ya que depende de versiones específicas de CUDA Toolkit (v10.2 en JetPack 4.6).33
* **OpenCV:** La versión preinstalada en JetPack a menudo no tiene soporte CUDA para Python habilitado. Se recomienda usar scripts de compilación automática (e.g., de JetsonHacks) para habilitar las optimizaciones de hardware.53
* **Memoria:** Con solo 4GB, es **crítico** configurar una partición SWAP de al menos 4-6GB (preferiblemente en un SSD NVMe USB 3.0) para evitar que el compilador o el runtime maten los procesos por *Out Of Memory* (OOM).54

## 6. Algoritmos y Pseudocódigo Detallado

A continuación, se presenta la lógica algorítmica central para la implementación del bucle cognitivo.

### 6.1 Bucle Principal: Percepción-Acción-Aprendizaje

Este pseudocódigo ilustra cómo se integran la curva de Hilbert, el reservorio y la homeostasis.

Python

# Pseudocódigo de Arquitectura Híbrida en Jetson Nano  
import cupy as cp  
from reservoirpy.nodes import Reservoir, Ridge  
from custom\_hilbert import hilbert\_encode\_gpu  
from homeostasis import calculate\_drive  
  
class CognitiveBot:  
 def \_\_init\_\_(self):  
 # 1. Configuración del Reservorio (Núcleo Cognitivo)  
 # N=1000 neuronas es viable en Nano con CuPy  
 self.reservoir = Reservoir(units=1000, lr=0.2, sr=0.95,   
 rc\_connectivity=0.01) # 1% de densidad (Sparse)  
   
 # Readout entrenable (Mapea estado del reservorio a motores)  
 self.readout = Ridge(output\_dim=4, ridge=1e-5)  
 self.esn = self.reservoir >> self.readout  
   
 # 2. Estado Homeostático  
 self.energy\_level = 1.0  
 self.entropy = 0.0  
 self.is\_babbling = True  
   
 def process\_frame(self, image\_gpu):  
 """  
 Paso 1: Fusión Sensorial Fractal (Periferia)  
 image\_gpu: Array CuPy en VRAM  
 """  
 # Downsampling y codificación Hilbert (Kernel CUDA)  
 # Transforma imagen 2D -> Secuencia temporal fractal 1D  
 sensory\_stream = hilbert\_encode\_gpu(image\_gpu, order=4)   
   
 # Paso 2: Dinámica del Reservorio (Núcleo)  
 # Actualización de estado: x(t+1) = tanh(Win\*u + W\*x)  
 # Ejecutado en GPU via CuPy  
 reservoir\_state = self.reservoir(sensory\_stream)  
   
 # Paso 3: Decisión y Aprendizaje (Homeostasis)  
 drive = calculate\_drive(self.energy\_level, self.entropy)  
   
 if self.is\_babbling or drive > THRESHOLD:  
 # Modo Exploración: Motor Babbling  
 # Generar ruido fractal (no ruido blanco) para movimientos naturales  
 motor\_cmd = self.generate\_fractal\_noise()  
   
 # Aprendizaje Online (FORCE / RLS)  
 # Entrenar el readout para asociar el estado actual con el comando ejecutado  
 # (Modelo Inverso: Estado -> Acción)  
 self.readout.fit(reservoir\_state, motor\_cmd)  
   
 # Actualización Hebbiana de pesos internos (Opcional, más lento)  
 # self.apply\_hebbian\_plasticity(self.reservoir)  
   
 else:  
 # Modo Explotación: Usar lo aprendido  
 motor\_cmd = self.esn(sensory\_stream)  
   
 return motor\_cmd  
  
 def generate\_fractal\_noise(self):  
 # Ruido 1/f (Pink Noise) para exploración motora biomimética  
 # Evita sacudidas bruscas dañinas para los servos  
 pass

### 6.2 Implementación de Aprendizaje Online (FORCE Learning Simplificado)

Para que el Nano aprenda en tiempo real, no podemos acumular grandes lotes de datos. Usamos algoritmos recursivos. El algoritmo **FORCE** (First-Order Reduced and Controlled Error) o RLS es ideal.3

Python

def train\_online\_rls(P, w\_out, state, target, alpha=1.0):  
 """  
 Actualización de pesos de salida usando Recursive Least Squares (RLS).  
 P: Matriz de covarianza inversa (aprox)  
 w\_out: Pesos de salida actuales  
 state: Estado del reservorio x(t)  
 target: Señal objetivo (e.g., comando motor real ejecutado durante babbling)  
 """  
 # Cálculo del error de predicción  
 prediction = cp.dot(w\_out, state)  
 error = prediction - target  
   
 # Actualización de la matriz P (Ganancia)  
 k = cp.dot(P, state) / (alpha + cp.dot(state.T, cp.dot(P, state)))  
 P = (P - cp.dot(k, cp.dot(state.T, P))) / alpha  
   
 # Actualización de pesos  
 w\_out = w\_out - cp.dot(error, k.T)  
   
 return w\_out, P
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## 7. Análisis de Papers y Referencias Académicas Clave

La investigación se sustenta en una selección rigurosa de literatura académica. A continuación, se detallan los trabajos más influyentes para esta arquitectura y su relevancia específica.

### 7.1 Fusión Sensorial y SFCs

* 8 Hilbert curve for dimensionality reduction: Propone el uso de curvas de Hilbert para destilar conocimiento de redes 3D a 2D. Relevancia: Valida teóricamente el uso de SFC para preservar información estructural en representaciones de menor dimensión.
* 7 HilbertNet: Demuestra que aplanar nubes de puntos 3D con curvas de Hilbert preserva la localidad mejor que la voxelización, reduciendo el costo computacional. Fundamental para la capa periférica.
* 15 Efficient Deep Space Filling Curve: Muestra cómo las SFC pueden optimizarse mediante aprendizaje profundo, superando a las curvas estáticas en tareas de visión.

### 7.2 Reservoir Computing y Hardware

* 3 Practical Echo State Networks (Jaeger): La "biblia" práctica de las ESNs. Proporciona los trucos de ingeniería necesarios para que el reservorio no colapse ni sature (escalado de entradas, radio espectral).
* 9 Reservoir Computing edge hardware efficiency: Analiza el trade-off entre tamaño del reservorio y consumo energético en FPGAs y hardware de borde. Confirma la viabilidad de RC frente a CNNs.
* 30 Fractal dimension of reservoir computers: Estudio crucial que vincula la dimensión fractal de la señal de entrada con el rendimiento del reservorio. Sugiere que el reservorio debe operar en una dimensión fraccionaria efectiva para maximizar el procesamiento de información.

### 7.3 Robótica del Desarrollo y Homeostasis

* 38 Goal Babbling permits direct learning of inverse kinematics: Paper seminal que demuestra la eficiencia del Goal Babbling sobre el Motor Babbling puro para espacios de alta dimensión.
* 14 Continuous Homeostatic Reinforcement Learning: Introduce el marco matemático HRRL (Homeostatic Regulated RL), uniendo la teoría de control y el aprendizaje por refuerzo. Proporciona las ecuaciones para la función de impulso homeostático.
* 55 Behavior-driven synaptic plasticity (Hebbian): Propone una regla sináptica ("chaining together what changes together") que permite la emergencia de competencias sensoriomotoras sin supervisión externa.

## 8. Conclusiones y Viabilidad Técnica

El análisis exhaustivo de los algoritmos y el hardware confirma que la construcción de una **Arquitectura Cognitiva Híbrida** en el NVIDIA Jetson Nano es **técnicamente viable** y ofrece ventajas estratégicas sobre el Deep Learning convencional para la robótica autónoma.

1. **Eficiencia Computacional:** Al sustituir las convoluciones densas por codificación fractal (SFC) y el backpropagation por regresión lineal (RC/RLS), se estima una reducción de órdenes de magnitud en los FLOPs requeridos para el aprendizaje *online*.
2. **Adaptabilidad:** La inclusión de mecanismos homeostáticos y de *babbling* permite al robot adaptarse a cambios en su cuerpo (daños) o entorno sin necesidad de reentrenamiento externo masivo, abordando el problema del "Sim-to-Real".
3. **Limitaciones:** La memoria RAM (4GB) es el cuello de botella principal. El uso de matrices dispersas (CuPy sparse matrices) y la gestión agresiva de memoria (SWAP) son obligatorios. Además, la calidad de la visión dependerá fuertemente de la resolución de la curva de Hilbert; resoluciones muy bajas podrían perder detalles críticos para la navegación fina.

**Recomendación Final:** Se recomienda proceder con un prototipo que implemente primero la capa de Reservoir Computing con *Motor Babbling* simple en un entorno simulado (Genesis/Gazebo) desplegado en el Nano, antes de integrar la visión completa mediante curvas de Hilbert, para aislar y validar la dinámica de aprendizaje homeostático.
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